Strawman ExAOC Adaptive Optics Computer (AOC) Design

D. Palmer – 10/19/04

Three primary goals for the ExAOC Adaptive Optics Computer (AOC) are to build it using very nearly 100% commercial-off-the-shelf parts, to be able to support the required 2500 frames per second, and to be able to complete all I/O and computations for a given camera frame in the following frame (giving a single frame delay, worst case).  As can be seen from figure AOC1, this leaves very little time (200 microseconds) to perform wavefront reconstruction processing.  
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Figure AOC1: ExAOC Adaptive Optics timing.  The goal is to 

perform all I/O and computations in a single frame.

Traditionally, adaptive optics systems have used the vector-matrix-multiply method (VMM) for wavefront reconstruction.  This method, however, scales as  O(N2), where N is the number of DM actuators.  For ExAOC, this gives over 305 GFLOPs (billion floating point operations) per second.  This is far beyond any affordable commercial computer.  Instead of using the VMM method, the Fourier Transform Reconstruction method  (FTR) has been developed.  This method has been determined to be the most mature and technically viable of existing computationally efficient reconstructors.  The method was developed at LLNL (Poyneer, Gavel, & Brase 2002), where it has undergone considerable simulation testing,  and has been experimentally verified at Palomar (Poyneer, Troy, Macintosh, & Gavel 2003).  Preliminary analysis indicates that the FTR will require approximately 2 GFLOPs per second, peak, for the ExAOC system running at 2500Hz (see table AOC2).  

	 
	Per Frame
(microsecs)
	WFS
Reads / Sec
	Centroid
FLOPs / Sec
	Recon
FLOPs / Sec
	DM
Writes / Sec

	Read WFS
	100
	40,960,000
	 
	 
	 

	Centroid
	100
	 
	580,000,000
	 
	 

	Recon
	200
	 
	 
	3,702,960,000
	 

	Write DM
	100
	 
	 
	 
	41,980,000


Table AOC2: I/O and FLOP counts for high-cost real-time aspects of ExAOC AO running

at 2500 Hz.  I/O and FLOP counts are given for their respective portions of time; 

that is, they represent peak, not average, utilization.

As shown in Figure AOC3, a quad-Xeon server should meet the computational needs of the FTR and the other currently-defined processing needs of the AOC.  If further development leads to more processing power requirements, however, additional power (such as one or more DSP boards) can be included in the system.  
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Figure AOC3: ExAOC AO Computer showing processor and bus utilization.

Input/Output (I/O) is as great a challenge as processing power, if not greater.  Again, the goal is to use commercial hardware and software wherever possible.  To meet the system’s stringent real-time requirements, the AOC will be based on a real-time operating system (RTOS), such as FSMLabs’ RTLinux, to permit efficient I/O interrupt handling and to facilitate the use of off-the-shelf software drivers where possible.  DMA boards have been selected that will meet the WFS sensor input requirements when used in the configuration shown in figure AOC4.  The DM will be driven using existing VME-based DAC boards with very-high-speed bus bridges that have also been selected.  
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Figure AOC4: ExAOC AO WFS camera and tweeter DM interfaces.

The AOC software will be Real-Time Operating System (RTOS) based and will be written, primarily in C.  Lick AO and ALTAIR software will be re-used to the extent possible.   A simplified block diagram of for the software is shown in figure AOC5.
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Figure AOC5: simplified block diagram for the recent Lick AO control system, 

on which the ExAOC control system software will be based.
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