Bruce Macintosh Presentation

Intro: 

· ExAOCs requirements are 2 orders of mag higher than what’s currently available.

· Challenge is to match the Gemini pupil. 

· Need 2 DMs – baseline is 32 actuator; one can serve as tip/tilt mirror, lots of stroke.

· CG wants a high mag, so must slow the beam down.

· Science leg and WFS leg both have centering currently

· Pupil wheel, then focus, some light to calib WFS, gets recollimated, splitter, more light to calib WFS, maybe some fold and/or another pointing and centering pair depending on flex analysis, the second pupil is also the cold stop for the science instrument.

Goals:

· Review work

· Identify key remaining questions in each area

· Narrow down system architecture

· LS and BM and DP suggest that now is not the good time to narrow downselect; need more analysis; probly can’t afford both. 

Why not L-Band?  James to present.

Key questions: 

System parameters, (See slide #5)

Data reduction pipeline needs clarification from Gemini

Science operations mode – need to decide if queue tool needs improvement for large surveys, which is something new for Gemini.

Doug and Francois from Gemini.  (Doug beside David C). But we are not being reviewed, so everyone should speak frankly.

Question: Jean-Pierre

Doug:

ROM is just a ROM; Doug wants a large number of dollars; Board meets in a few weeks, DS wants to get a commitment from the board; DS will get the grand total and that will be known. DCrampton: Should we maintain performance at the cost of budget?

DS: say that’s no tradeoff at the moment, must maintain schedule and budget and performance. 

JG: worried @ magnitude of the project; we need to be swift and competitive – there are other people in the game; 

DP: there is a 2-hour slot tomorrow to talk about these issues. 

Technical Portion: 1st James Graham – Science case. 

There is broad scientific applicability for ExAOC. 

· Want to find planets quickly – instant gratification

· Pictures are easier, esp. than methods based on decompilization.

· We don’t know if our solar system is typical

· Are the 

· …

· Lisa: there is a translation step between the simulations. 

· Last 2 columns show the impact.

· Question: Is it assumed that there are a certain probability of finding a jovian mass? Yes, assume every ___ has a Jupiter

· BMac – given knowledge of the noise, ____ can be translated into a bandwidth.

· Top ones = 200 Hz, Bottome ones ____.

· One Layer sims – assume the CG does not degrade the angular resolution

· 16X = assumption that there is a factor of 16 speckle noise suppression

· Speckle suppression is key – if none at this magnitude, get only roughly half the planet detection

· Flat factor works from inner working distance to outer working distance; no idea whether it will degrade; no idea about methane absorption; need a more detailed speckle suppression in the Monte Carlo sims

· Use the chromatic factor to distinguish from astronomical sources.

· This is an assumption – next step is to make it real in the model

· FR: why is the WF error larger? BMac: that’s just the photon noise component.  So the total

· 3 errors that matter: fitting error, photon meas. Error, bandwidth errors; Bruce will tak about EB later.

· SO: Hit rate? Is this significant or a typo? Green 13 is probably just a typo. JG: result of a crash.

· Science is down at the bottem of the graph, where there are MANY planets to be found.

· SOlivier: This is pushing us to fewer subapertures.

· JG: uses real PSF’s to do this. 

· BMac: stars live close to their planets.

· Speckle suppression is great, need to know that systematic errors don’t prevent us from the real data. 

Flat field noise: 

Thermal Background: How much WL range to you need beyond H and K? 

· Uncertainties are less as you go to longer WL’s

· The contributions of various components differ depending on speckle suppression; how much you suppress speckles changes what appears as the highest thermal contributor.

· Results indicate that there is no huge advantage to cool beyond 273 K degrees. This is in K; no impact in H-band

· Speckle suppression alone gives you 100 planets at 273 K; if you are going to cool anything, it should be the CG.

· L-Prime: at 3.8 microns, thermal noise completely dominates; this is with 50% emissivity; 

· Plots look similar; doesn’t matter so much if you suppress speckles, cause CG noise dominates.

· Two choices: cool (<280K) like NICMOS; or Cold (<180K) for Lprime; 

· GH: What if we fabricated out of chrome and slightly tilted, to improve other part of the error budget? JG: Yes, could do that. 

· JG: There is a clear distinction between xAO and modest correction at longer wavelengths.

· BMac: on the very brightest stars, xAO would do better, but not all are like this.

· Median planet has 500K temperature, but there is a range of planets (1000 of them) in this simulation.

· BMac: What if adam burroughs is wrong?  MCho: People at UA think he’s not wrong. 

· RD: Can do other science (debris disks).

Astrometry: 

· Pixel scale: lamda over 16h at ___ milliarcseconds; is lamda over 2d on a 8 arcsec telescope.

· Astrometric properties of detected planets.

· James is going to look into how many measurements you need to  make to get elliptical ___

· BMac: Proper motion is important.

· These signatures drive it, but proper motion is in there. 

· Slide 25 – catalogues of young associations and clusters; graphs on 27 and forward show cumulative numbers for YA; this shows what we’ve been discussing – that the southern hemisphere has the lead on targets; at 8th mag get 18 at Gem North, 54 @ Gemini South.

· If this was the only thing on the target list, would be an easy distinction to make.

· Well-defined groups (Slide 33) are spread throughout the ski; The heidees contributes >100 stars to the 8th mag system; dense stellar environment. If this is a priority, we want access to that, and the # of stars in the north is higher; 

· BMac: James needs to take new sims and combine with star catalogues to determine where the sweet spot is.

Observing Walkthroughs:

· See OCDD

· When you have a list of a thousand stars, what’s to do next?

· Must pick groups of stars, because some will have neutral PSFs

· Target selection is important; ensure AO system knows as much as possible about the current observing conditions; 

· Science instrument:

· Looking @ very bright stars; want to ensure we’re not saturating the detector arry; must be astep where you shutter the instrument or have a neutral density filter to prevent that.

· Inside the AO system, must convert spatial filter; apply ND filters, turning on ADC, begin tracking; configure coronagraph, etc. 

· Calibration System: Must be turned on. JG: must get calibration group to integrate; incorporate Calib. Group’s comments.

· Final system integration: AO Loops close, offload to telescope, center the WFS, completion of Optimization.

· Final step is processing form the Sci camera; 

· Data pipeline must be understood more completely.

· Requirements matrix is in the OCD

Concerns/Actions [Cut and Paste from James’s Presentation]

· Therm background assumes perfect baffling, no scattering.

· 1-pixel astrometric

· automatic optimization

· data pipeline.

Bruce: Error Budgets

· Speckle lifetime assumptions we use are different then some of our colleagues (who shall remain nameless.)

· Q: JG: Applying central limet, then asking, when does it become Gaussian?

· Christian Meroit: ____ have a long tail; 5x SD is not enough – need 6 or 7 sigma to make a difference.

· RD: in some cases, goes to 10 Sigma

· Static optical errors become very important.

· How to correct?

· Distinguish between error types (easiest to hardest)

· Common Path errors: get corrected within freq limit of the WF error.  Easy, but intensity effects constrain optics.

· IR common path – shouldn’t change fast, so easy to correct – BUT once we get to the CG stop, this all changes. There is light that isn’t stopped by the CG stop; we assume this scatters as other stuff does. We can’t apply phase correction as it will muck up the PSF.  So….error in the CG path become amplitude errors. Really, errors after the CG are uncorrectable unless the CG has a DM. So optics after the splitter aren’t really troublesome.

· Optical quality question Brian Baumann. BMac: at long lines, doesn’t matteer. Shaped pupil aor apodizer is the same. 

· If cal sensor were to see optics and try to correct, we would not be a good idea.

· Tolerances for optics after the lenslets are quite forgiving.  RD and BMac have discussed and it’s probably 50 magnitude. 

· GH Question: ____? BMac: don’t want to correct this optic, will make the ___ hitting this optic, will make the PSF worse/ BMac argues that the sensor should ignore it. 

· AS: what about including Science camera data in that loop? BMac: (There’s a speckle here, therefore I should dither…?)

· IR Chromatic Errors: Must be included. That plus flat-fielding are the things that ______. 

· Error budget is on the exaoc website. 

· PSF component histogram: Quasi static things vs. fast changing things. Zero order EBs do not include speckle suppression, but next ones do. 

· Contrast in the dark hole on bright stars _____. Doesn’t matter to subaperture size. [???]

· SWFS measusrement error is independent of subaperture size in a perfect system. This holds only weakly in an imperfect system. Performance with subaperture size is a soft optimum

· (See black slide)

· Bandwidth error is independent of D.

· Errors not included in EB previously: 

· The biggest effect we’re trying to discover is the mixture of phase and intensity. DM can fix phase errors, but if not conjugate to the pupil, by the time it gets to the DM, it won’t be purely a phase error. As light propagates it will turn from phase into mixed phase/amplitude error.

· This simplified model evaluates the magnitude of these effects

· 30 nm RMS phase error results in contrast (without Speckle suppression) of 10 nm. Not impossible but difficult to achieve.

· You can correct or make a requirement

· Phillion is doing a detailed paper.

· Low frequesncy errors are much more relaxed.

· Apply to Secondary? Secondary is the pupil at Gemini, so applies to the primary mirror?  

· GH: Figuring error should be more ____? BMac: yes.

· Requirement is 20% bandwidth, want the speckle pattern to be unchanged in this area.

· BMac would want to go down the road to good optics; others think controlling amplitude errors might be better. 

· Amplitude speckle intensity and phase speckle intensity are different, must handle in the model.

· Beam Shears… [???]: Do it the way AO systems do now? Flexure on optics produces residual WF errors. 

· Want to evaluate how severe this is.

· BMac has an equation of this error.

· If shear an optic by 4% of beam size, and don’t correct, you scatter in as much light as if you hadn’t corrected it in the first place.

· Need to keep <0.5% of beam size.

· Don’t need an ADC if we’re updating on minute time-scales [?]

· Flexure must be <0.5% 

· Don Gavel: assumes calibration; BMac: KW will discuss.

· Caveat: haven’t done this analysis optic by optic.

· Error budget for 5th mag star, we could achieve our contrast goals. MUST DO OPTIC BY OPTIC.

· But good science is at 8th mag and better, we must do speckle suppression to get the contrast we want.

· On dim stars like young clusters, we must do speckle suppression to get good results.

· Larger supapertures (48x 48) and better controllers will help performance, as will speckle suppression.

· Speckle Suppression Modeling: 

· Can write as additional additive noise source.

· AO diff chromatic errors are an issue.

· If we stick to 3-5 nm RMS optics, the chromatic beam shears are relatively small.

· Must get 1/10% flat field errors at final science detectors, which is very difficult

Question: do we build a system that only gets good results when speckle suppression is in place; 

QE across pixel – assume this is uniform? BMac – should model these. But then Mike Cho: what is the gradient. Bmac: Depends on how much image moves around; flat field is uniform, but the planet isn’t.  Neither is the speckle pattern.

Beam shear errors were negligible at 7th mag speckle suppression case. 

JG was quoting flat-field errors per pixel and BMac’s were per beam, but it depends where the errors are coming from; the low freguency part is hard to flat field. Shear photon noise is not correlated pixel to pixel.

· AS: feeds into how we choose our detectors.

Future Tasks: 

· Non-Perfect CG’s must be modeled; nearly all CG’s blur planet images, so we lose performance. 

· JG: Describe as a strehl degradation

· BB: Integrating a lot more photon ____. Airy reduction [sp??\]

· Simulation levels: BMac and JG use Monte Carlo Sims; Lisa does full sims – take a long time, but they are very nice and sensitive. 

Tertiary conjugate to ???

4 nm optics manufacturing 

scintillation.

Les: Systems Engineering.

· BMac: Is absolute value of heat <50 watts?

· @ 77K will not work.

· Probably OB needs to be insulated from ISS, so it is an absolute value

· Services/Utilities: coolant, helium, dry air, IRIG-B time, Syncrho-Bus, Data & Control LAN, GIS multi-pair; Utility and UPS power; dedicated fibres available.

· DS: fibres are excess capacity for unforeseen applications.

· Is dry air close to ambient? What pressure is it at? 200 PSI, so will be colder than ambient, we can take advantage of that.

· SW hierarchy OCS controls 3 things: major subsys (TCS, Instruments, Data Handling System)

· MASS AND VOLUME CONSTRAINTS ARE CHALLENGING.

· We have more flexibility thanks to the Aspen process.

· No real surprises, just challenges.

· Les’s recommendations are that everyone look at all the ICD’s – don’t assume that only your ICD is the one that affects you.

· JG: e.g.: Genesis spacecraft – parachutes put in upside down. 

· Not trying to point out mistakes in pedantic fashion; collaborate to help each other out

· Q: Brian (change previous BB’s to Joe Greens!): spec on movement: less than 1% of the diameter of the secondary in sag; 1.5 mm from zenith to horizon according to FR; GH: restored with pointing model. Les: can we feed it back? GH: in Altair, coma is sensed, then sends that back and change the 2ndary mirror. (recenter)

· GH: if the image or pupil moves due to fold mirror; must sense both image and ___ then adjust the fold mirror. 

· LS: may have issues with Sci fold (e.g.: conjugate), but BM notes that we must work at both specs according to req’s. 

· BMac: How far down is it? FR: is 20 or 30 km below ground; BMac: we must model this. BMac- we could use a good surface map of the fold mirror; is about 50 cm in diameter, has some astigmatism of about 50 nanometers. 1.3 m from the focus and an f16 beam, so about 5-7 cm. The scale we care about errors is about a couple of millimeters. We can use mfr specs on this.  

· Les: important to discuss ICD’s, FPRD, CoDR documentation outline, and start to think about a Test and Integration plan.

· ICDs:

· Define how two systems talk to eachother, optical, mechanical, s/w, services

· Everyone is building to the same thing.

· Gemini’s ICD’s are numbered hierarchically. 1.9.d is GMOS. ExAOC has 1.9.x so far

· Main subassemblies – Les has assigned numbers

· 1.9.x is the PRIMARY ICD

· N^2 diagram e.g.: AO to Calibration Module; BMac would like to se an N^2 diagram for GMOS or Altair. [ACTION]

· Gemini has sent a list of ICDs to us, we need to review them to ensure there are no changes required (e.g.: interlock system – all instruments must respond to this safety feature; tells the instrument to stop and also the instrument tells the TCS not to move the telescope)

· Instruments are moved manually, so we must note important features, e.g.: keeping dry when transporting.

· Everyone should read all ICDs. 

· BMac: in what phase should our internal ICDs be written? LKS: Now. Some of our internal ones are quite far along, but others need much more work. BMac: How much of the CoDR-Level information should be in the ICDs? DS: Should be Frozen at CDR. 

· FPRD

· WHAT we will do and HOW WELL we will do it. 

· This document tells engineers what to build to, and bridges the gap between science and actual operations

· Encompasses a wide range of requirements, from high-level specs to gritty details like screw types.

· DS: we look at this with a view to acceptance test. Every thing must be verifiable by test, analysis, or measurement.

· Every requirement must be traceable to somewhere, science, specs, some other ICD.  Where did it come from is also valuable, according to GH, and LKS agrees. Even if it’s “From James Graham’s analysis, October 23rd”

· Performance and Functional requirements have been now augmented with Bruce and LKSs inputs from yesterday. 

· LKS and BMac need the most input from the whole team.

· BMac: there are places where the issues trade off against eachother; people managing subsystems can push back against the requirements; LKS must be willing to give back (e.g.: if spec is 30 and you can do 50 easily, be willing to do 50)

· CoDR:

· Broken into 4 sections, with a leader or “champion”, who will decide and assign sections to people.

· Science - James

· Technical – Les Saddlemyer

· Management – Dave P.

· Appendices – Les – Gritty details; main body of report has the results, conclustions

· ALL TEAMS MUST REVIEW ALL DETAILS IN CoDR

· Discuss CoDR tomorrow as well.  [ACTION]

· BMac: Individual science instruments are as complex as a whole self-contained instrument, so how to handle this?

· Doug: Paralell is NICI; instruments are separate chapters, as lenghthy as required.

· Integration/Test/Commissioning Plan: 

· We are assuming that the submodules will be fabricated at separate institutes, so we need simulators, at input or output. eg: simulated beam – can’t wait until the AO system is ready.  Think about whether sims are useful inside the instrument.

· This is more complex for the CG, maybe use a monochromatic IR source and a good quality optic

· We added costs to the ROM to do all this.

· Each institute will need a copy of the control HW and SW. (Constraint)

· Each module has its own test plan it must plan at its own institute; once shipped to integration site, it will not go back to the home institute. Tests are repeated at integration site.

· Want as much of the testing to be automated.

· Oder of integration: major system, CG, AO , Calib Mod, Sci Camera

Lisa Poinier: 

ExAOC tasks for WF control.

· JPVs Altair uses Vector Matrix multiply but too expensive on ExAOC, LP’s uses an efficient reconstructor. 

· Combining these approaches has given us best of both worlds.

· Have an end to end model now

· Optimum Modal Fourier Transform Reconstruction

· Needs to be fast

· Needs to be real time

· Want to have data about what is going on now.

· Answer is optimal Modal Control

· Now we treat the reconstructor as a very fast form of Modal control.

· Estimate the optimal gain for each mode, every mode.

· Can do for a 64x64 system with off-the shelf

· Efficient way of obtaining modal coefficients

· Use filters – inverse FFT gives a phase estimate

· Filter embodies the state of the system

· Fourier transforms are complex ____

· Instead of focused astigmatisem like altair, our modes are sines and cosines, get multiplied by a complex # in our filter.

· Method assumes circular aperture, but Fouriers need orthogonal basis; we can treat Fouriers as orthogonal through something called a “Tight Frame”.

· In Altair, we don’t do all the modes all the time because it’s computationally expensive. In ExAOC, they’re free so can do them all.

OMP Scheme:

· Assume an approx model of control system

· What is the H that will minimize E? What is the gain that will  minimize error?

· Want to minimize the function when all we have is a measurement in closed loop

· Well established in Altair.

· Estimate closed-loop power spectrum, then plug them back in and solve the minimization problem

· Polimetry at every time stip (SLIDE = Gain estimation for FTR (1)

· Gain estimation for FTR(2) 

· Yellow = high gain, dark blue = low gain.

· Controlling something through time, want high of gain as possible, but high gain = more noise. This looks at SNR, and where there is ++ Signal, we raise the gain. Where low signal, lower the gain to level optimal to maximize signal.

· Gain Optimization integrates into filter.

· Q: is it a small step to make it predictive control? 

· LP: are looking at a thing that does complex gains.

· Given how fast we’re running, compensating for more doesn’t do much.

· Bandwidth error is an issue? LP: there is also stability issues.

· BMac: if we move into more sophisticated controllers (e.g.: have controller looking at phase and amplitude of each mode, maybe lag compensating controllers), we could imagine predictive control. This a PDR task, not a CoDR. 

· JG: it’s already compensating for the wind.

· LS: are we assuming the wind at one layer is dominating? BMac: if designed right, it could adapt to however many layers of wind.

· BMac: predictive control is a good direction to go.

· Lisa: has a sim with complex gains, but (a) there are more priority tasks and (b) the improvement so far hasn’t been dramatic.

Simulation Results:

· Have a full end to end exaoc simulation.

· Have a full spatially-filtered WFS

· Have realistic CCD noise function.

· Influence function based on Altair.

· Not looping things, have New inputs

· 3 filters, long inputs, from telemetry let it optimize, put in two ___ 

· Power Spectral Density after 2 time steps

· Can tell which direction the wind is moving

· With optimization, it kills all read noise, can see specific speckles.

· DGavel: thought speckles were evenly distributed

· BMac: Modulo the reconstructor.

· Mix is identical to the Optimal; if we slice it, the 1st one drops to the optimal one very quickly.

· So even if not orthogonal, we can control them as if they are independent.

· JG would like to see improvement in contrast. LP will show shortly

· Now we can tailor our reconstructor to a system. (Gain optimization leads to DM compensation.) DM attenuates high frequencies. So if I have both reconstructors and let gains optimizing the GO will fix the fact that I don’t know about the DM. Ratio of filters should be the difference of the gains when knowing about the DM. 

· Blue line is theoretical, Red is empirical; 8th mag star; and these are virtually identical.

· GO is not only compensating for the Atmosphere, but for the DM as well.

· RESULTS:

· Use of optimal gain improves performance

· Factor of 3 in rads^2 

· Allows tradeoff for bandwidth and measurement errors

· Higher gain = less temporal error

· SNR vs. Error

· In a regular system, ___ is always the same

· For Low SNR, we’re dominated for measurement errors; only at high SNRs are temporal errors dominated.

· In optimized system, curves are different: now noise is much less, but temporal error is higher, so at lowest SNRs we have more temporal error. Which type of error do we like more? So it’s a tradeoff. Do we want really shortlived speckles or longlived, for example

· At N=48, SNR goes down from 5 to 2, same strehl. 

· For dim cases, getting factor of 3 improvement in ____ and 12 % improvement in Strehl. 

· Can significantly increase detection error and maintain level of intensity. 

· S Olivier Question: Changes the size of the subaperture. BMac: means same performance on 8th mag star as formerly on 7th mag

· We can do this with off the shelf hardware, for all 4000 modes all the time and get an improvement in performances

JPV: 

· Want to ensure the MEMS is not creating artifacts on the PSF. Want to know what kind of “woofer” we need. 

· First column of slide indicates what size of woofer you need if you don’t optimize gains.

· Want to prevent DM saturation

· Wooffer options = PUN DM, 104 Actuators (Proposed PUEO); 36 ACTUATOR ( Subaru) and 19-actuator (current PUEO)

· There is a problem with controlling the edge actuators, and this is a priority for further investigation.  If we exclude the edge actuator, then _____

· So if we use a 36-actuator bi-morph and 1/3 micron standard deviation is pretty safe. Must account for NCP aberration. Looks like this is a good option.

· Must investigate which control scheme to use to offload to the wooffeer – might be quite computer expensive – perhapse lower the woofer speed. 

· NB: the results are for 15 cm at 0.5 microns, and JPV thinks this is on the low side.

· BMac: question: How many sigma margin do you need, BM thinks 3-5 sigma events. 

· GH thinks that in the EB should allow a certain fraction due to clipping.

· BMac: having that be below the resid. Atmosphere (aperture??) errors is the goal. Not the fitting errors. Number is not arbitrary. Set a # for clipping. (And – GH says – Set a number for stroke from that.)

· FLOW Diagram:

· JPV wants flow diagram to evolve and reflect the current development of the subsystems.

· This process was so very useful for Altair, and JPV strongly recommends that this be maintained.

· Lisa and JPV have spent a lot of time numerically assessing the FTR against Altair, but the next step proposed is to try to implement something similar on Altair – just express FT reconstructor as a matrix. Would like Gemini to collaborate with us, giving access to Altair and nighttime ours and access to turbulence generator. 

· LP: how we dealt with actuators outside the pupil was one of the only sources of error between comparing the two systems 

· REMAINING TASKS:

· Big one is controlling actuators at Edge: e.g.: slaving

· Look at clipped actuators.

· Dead or pegged actuators

· Verify response of MEMS

· JPV wants to look at performance of woofer and work with LP on edge actuators, as well as looking into reusing Altair SW for ExAOC.

BMac thinks we need to look at control of woofer, and don’t want them to play off eachother. Think if we want to run woofer quite slowly so it doesn’t run over the MEMS.

Dave Palmer: 

Strawman Design

· Project has two phases – thinking and doing.

· We’re nearly done the thinking phase, simulations, etc.

· Now move onto the DO phase.

· Goals for AOC are three-fold (see slide)

· Only have 4 microseconds to do the tasks

· Can be computing centroids and beginning to do FFTs while the Data is coming in.

· # of reads/writes per second and FLOPS on slide (these are PEAK requirements). Must do 3.7 GIGAFLOPS in this time

· Included and not included computations

· Arnot on the fly PSF calcs are not included because we don’t know where it’s gonna be done yet. 

· Available AO diagnostic data is important to identify (what must go to disk for analysis or later analysis) 1 sec burst at 400 MB. A lot. 1/5 sec for raw WFS data.

· There is a LOT of data, but it’s doable. 

· Must be buffered

· Data available to user in semi-real-time – 1 /sec (for some things we want it to be faster as discussed earlier).

· At this rate, we are not using much bandwidth (have 200 MB/sec) so we can easily bump up this; 

· must worry about BUS itilization, too, but seems we have some room there. 

· Strawman AOC Computer Architecture: 

· Quad 3.4 GHz processors; 83% on 3 processors and 4th is primarily I/O and is sitting at 0%

· Assumes 64 x 64)

· I/O is as much or more of a challenge than processing.

· 2 DMA boards to get data in; 4 VME crates [?]

· Not a hugely elegant solution, but will work; may want to 

· AS: 4 bus bridges are a problem

· DP: VME bus is the bottleneck which goes only at 10 MBits/sec.

· SOlivier: Rednand VME is very slow.

· DP: Board designer has assured DP that it can be done, if close to capacity.

· DGavel: Can we redesign Board:? DP: yes, that’s a possibility.

· Current Risks”

· WFS camera input can only handle 128 x 128 so if we go with 256 x 256, we’ll have to ROI down, which is easier to do by rows than by columns.

· There are solutions. (More boards, or have dedicated front-end computer. DP doesn’t like the FE computer idea)

· Must distribute the actuators over each VME crate, or ask Rednand to redesign board.

· Not a lot of headroom for additional processing

· Put high-end DSP board in to handle FFTs (DSP boards are good at this)

· Use 8-node cluster – 1.5u high – 14 inches with a highspeed crossbar bridge that does really fast communication – claim from mfr is 50 GigaFLOPs. If this is confirmed, that means all the requirements for processing could be done in one place

· Use front-end computer to augment.

CfAO retreat at Lake Arrowhead November 11th

Currently SO is working with Dave P


SO would like to wrap this up quickly


If people want an invitation, should contact S. Olivier.

Anand: Coronagraph.

· Have modeled several coronagraphs, and have some actual coronagraph data

· Must understand how spiders affect performance

· Adding phase lines: rich and AS have discussed, but no conclusion as to whether it will work.

· Skdjf;

· Can create mathematical coronagraph.

· Began with shaped pupil coronagraph because it exists.

· Others exist – Phase mask exists, but not on the scales we need.

· Apodized pupil Lyot coronagraph

· Apod pupil with grey shading

· Put a hard stop in

· Lyot pupil is clear where original pupil is clear so good throughput

· BM: a good apodizer with no occultation would be different.

· 2nd Lyot stop does not do anything

· Apodizer is fixed in relation to lamda/D – this is the apodizer problem – hard to get close to 4Lamda over D.

· Didn’t consider a nulling coronagraph, went with existing coronagraphs that were used and understood.

· BMac: Shearing and nulling is interesting, but don’t have enough resources from Jgreene’s organization to investigate.

· JG should consider aberration sensitivity, ____ over the discovery space, and chromaticity. 

· Decided on a generalized coronagraph design with a Lyot stop off the science path [??]

· How do coronagraphs treat wavefront error?

· L. Jolissaint has been working with Anand, gave a power phase screen of a __ - actuator system, get a 96% Strehl. No scintillity. 

· Used a bright star.

· Remy – any spatially measured error in the data from PAOLA? Anand – thinks we did not use that. Remy: includes noise and time-lag effect.

· BMac: 96% is high especially with moderate seeing; Anand says you don’t want it to be too good. Bruce agrees. Anand thinks there is still a nasty core, even though the strehl is 96%

· LJ: if you look at the PSF, looks like there must be some noise; also aliasing is missing. 

· AS: does have wind and does have lag, but shows no clear butterfly effect pattern. Different from a one wind model. 

· GH: prevailing winds do prevail; GH thinks the picture is too optimistic, we know where the wind direction is.

· Apodized pupil: How do we make one?

· INO has one and others manufacture them.

· Want a clear middle and a dark edge

· MCho: want to go clear at the edge

· Remy: want an apodizer like this if you want a standalone apodizer ____ pupil; it is the combination of the apodizer, the pupil, and the lyot stop otherwise that  gives us the effects. 

· Transmission at the edge is about 10%

· Worry is that the image isn’t as dark as it should be

· BMac: could you generate a report that shows these clear pupils? AS: Remy has them in the literature. Mfrability? AS: these aren’t hard to  make. 

· Surface quality of apodizer, polishing, etc. need investigation; as do scatter.

· Spider: induces a scale in the Lyot pupil of S/Lamda over D the occulting diameter. (Image plane occulter).

· In the lyot pupil with a spider, you get a rectangle of low intensity light in the pupil plane. 

· Light transforms into a little blob D/S wide and Lamda/D wide.

· If the light looks one way at the pupil, what does it look like at the CG?

· Goes into the FT area as a rectangle; what does it look like at the CG?

· There is a narrow bright region at the pupil, easy to block; gray region would have been blocked by the occulter anyway.

· Do we need to block the spiders? Yes, but only a narrow area around the pupil. 

· How much of the diffracted light do you have to block? 

· We let the gray thing through, it’s much dimmer than the bright line.

· MCho – what happens when you use a segmented mirror? 

· BMac and JGreene want to see a simulation; Anand wanted to show it analytically. 

· BMac: argument becomes more true the thinner the spider are and these are pretty thin.

· We need a number of how ____ the ____ are, and we need it soon…

· APLC PSFs:

· Without the atmosphere we do get quite the ____

· At the inner working angle it’s not very good. If we could change this, that would help, but that’s hard. Need to look at JG’s calc’s which vary ___ with working distance.

· This WF error ( 50 Lamda/D) is quite hard to deal with; deal with it at the AO sys, not at the CG. CG is good at 4 or 5 [to 7?]

· DGavel: How do Lisa’s sims interface to this. LP: don’t have these, but do have a coronagraph included [just as a block?]

· Shaped Pupil

· With shaped pupil, could oversample by a factor of 8

· JG: every speckle that is too high in frequency has a diffraction function and 2 bright speckles near eachother go through an exponential function. 

· Need to watch for distraction from the edges of the dark hole back into the dark hole.

· Remy’s doesn’t blur the planet as much.

· Hairy throughput must be shown with any coronagraph

· BMac: This coronagraph isn’t doing very well and if it can’t be fixed with different shapes it’s  out as an option.

· At 10 ^-6 the FT’s match.

· Don Gagvel: Is there a massive disconnect between these and Lisa’s/JPV’s sims? Bmac: No, not disconnect. We just need to understand the physics and why this is doing so much worse than the apodizer.

· Bmac: we need to feed phase errors through this. Bmac would like to see some hard Fourier analysis

· Tolerancing: 

· There is a long list – need to set priorities

· (See slide)

· Real Coronagraphs:

· Lyot Project CG: made in NY, now in HI

· Uses a focal plane mask, and ____ mask

· Did confocal micoscropy; now Ben feels the edge hardness is more important than we want.

· F57 going in.

· Look @ lessons learned from real coronagraph.

· Raw data and diff between occulted and unocculted images.

· Must know Gemini pupil and its nonuniformities

· 55 Cancri pic with the coronagraph – circle is occulted and  lumps under it are leakage

· This is why Ben is worried about a clear _____.

· Other questions

· Scintillation

· Surface changes with time

· How to work with phase errors

· Science payoff in inner working angles

· Astrometry is a major problem Ben is working on.

David La Fourniere: Speckle Suppression

· Need for Speckle suppression is obvious – there is a potential gain in planet detection.

· Use simultaneous s d i ____ technique.

· If we intend to do science in cases of very bright speckles, it’s absolutely essential.

· Want to prove that IFU and MWI can effectively undertake SS, and show that we don’t reduce signal to planet ratio.

· SSDI mechanism (See slide):

· Given N simulations of a PSF, each has a different but close ____, then there is a similar pattern of speckles in each image. With different scale (diffraction) and different ___ ( ___) [see slide]

· RD: Amplitude error just takes a speckle pattern

· Rescaled speckles on detector make a curve instead of a scatter plot. BMac: if there were amplitude errors or phase errors, you can still get a curve? DLF: Yes.

· This can be easily fitted and subtracted. 

· To preserve the signal of planets, note that the planet is at different locations in the scaled images. Displacement scales at 0 ( r ( 0

· Example is a spectrum of pixels in the neighbourhood of the planet.

· Planet is present at different spatial separations

· Max is two spectral ____; but if the planet is further out, it is more difficult avoid subtracting the planet signal.

· There is a significant difference between star and planet spectra.

· Algorithms

· Two main ones – image difference (4 types) and polynomial fit.

· With polynomial fit, can select channels to ignore.

· Targets Studied:

· 2 types of planets: T8 Spectrum and Flat spectrum (flat is the worst case for speckle suppression)

· Also used two types of PSFs (inside/ouside control radius), but both had same results. 

· MWI on left, IFU on the right.: both provide speckle attenuation to the level we need (10 ^-2). Even the naive algorithms reduce by a factor of 100.
· MWI has a high recovery efficiency with at T8 spectrum; effective actuation is roughtly equal to the speckle attenuation. With a flat spectrum, only 6 or 7% at 3 arcsec.

· Why does DD get better results than DDD on the right side? Because of the Radius. DDD has a lot of a spectrum. Even at large radii there is still a lot of a planet left at long wavelength channels.

· IFU: same, high recovery rate at T8 Spectrum, less at flat spectrum but better rate than the MWI. 

· How many channels in the IFU? 9 in the data that DLF used. DG: in practice, will get more because we’re oversampling.

· DLF: if we keep the WL basis of the IFU the same as the MWI would it help? 

· RD: could probably push out the edge channel to 175? BMac: don’t want to get near atmosphere lines.

· Photon noise and Flat field noise are also  factors we must consider.

· MCho: what magnitude? RD: with no CG and no ExAO, then results hold to a 5th or 6th magnitude star. 

· Post-Detection Image Processing:  

· You might subtract most of the planet signal, but you can flag the pixel where the planet is and then do a polynomial fit.

· Can recover the planet’s spectrum.

· Both MWI and IFU data products can provide sufficient attenuation, but we must design instrument very carefully.

· JG: Is it pixel by pixel? 

· If know spectrum of pixels, does that reduce the degrees of freedom.

· RD: If it’s when we were excluding one channel.

· DLF: adjacent pixels have similar but not identical spectra

· RD: there will be optical errors across the whole channel.

· JG: for flat spectrum, can’t see anything inside .3 arcseconds and that’s depressing. 

· RD: that’s a fundamental, not much to do with SSDI, make a better AO system.

· BMac: Model best and worst. 

· Things like rotation help because they reduce_____.

· DCrampton: Does this go into the OCDD, how many times you rvisit?  JG: in a fundamental way. RD: 2 psfs 10 mins apart are very similar. 

· That’s for the calibration group.

Multi-Wavelenght Imager: Rene Doyon.

Science Inst. Requirements: 

· High speckle suppression

· Implementation must limit NCP aberrations. 

· TRIDENT Performance [baseline?]

MWI Specs:

· Detector 2040 x 2040

· Anand: Is there a optimal cutoff on the Hawaii-2 detector?

· RD: is more concerned about the pixel response – on other detectors, if 100% of the light is on the pixel, you can lose 40%, on HI-2 it’s only probably 5%. Also has less persistence, but more expensive; also has guidebox capabilities. Single guidebox positioned wherever we want. The IFU could do a 100 x 100 pixel guidebox and capture all the spectral channels with a decent FOV.

· Short WL, flatfielding issues were to do with the photon before it gets detected.

· JLarkin: In Osiris we see quite little persistence in the HI-2. Read noise is worse in HI-2RG because it’s Cad/Zinc. JL agrees that HI-2RG is the right device.

· JG: Guidebox mode is very important; RD: yes also use to give feedback to AO system; JG: can also use tracking on some place on the pupil.

· Maybe want R=30 bandwidth, but baseline is 50. 

· FOV is still TBD, either 3 or 4 pixels

Optical Design: 

F 5.6, etc. (see slide)

Image Quality:

· BMac: not stunningly good. RD: is improvable

· Most challenging aspect is beamsplitter; one strategy is to use immersed dichroics. Dichroic requires a steep slope, of 2%. 

· Alternative designs involve separate dichroics combined with mirrors. Avoids the 45 degree angle required by the optical design. We have lowered throughput, so needs improvement.

· Michel has done a dichroic design. 

· Michel: That design is only at 20% angle of incidence, so would need to improve it to work @ 45 degrees.

POP Simulations:

· Goal is to quantify how spatial samples (micropupils) are contaminating one another Must also confirm that the design is not sensitive to NCP aberrations.

· Difficult to generate PSFs

Other Modes:

· Just shown H-band to now.

· To go to other bands, must change beam splitter

· To do Polarimetry must replace beamsplitter & optics with polarizing beam splitteres and optics.

· JG: First impression is that this is not a flexible design; RD: it is optimized for detection, though H-Band is also good for diagnostics. 

· Is there a way to make it more flexible? To change it without changing the whole optical train?

· DS: GNIRS

· Beamsplitter is very expensive.

Limitations to speckle suppression:

· No use doing excellent spek supp if other factors will negate this effect.

· E.g.: ADC. Glad to hear we might not have one. All refractive optics will limit the capabilities of the speckle suppression. 

· GH: where is the “sweet spot” of the control radius? RD: thinks it’s best at 3 and 4 arcsec, that 5 arcsec FOV won’t give great SS.

· BMac: Try to reduce pupil shear as much as possible, get our AO system to do as much as possible.

· GH: In Strawman design, ADC is at the pupil.

· BMAC: don’t want and ADC pair, but may have to do this; need to make optics at 5-10 nm RMS.

Conclusions:

MWI is geared to detection, and would work well with existing AO systems.

Advantages: designed for speckle suppression.

IFU Concepts: Mike McElwain – UCLA

· Benefits of IFU

· Spectral classification without proper motion

· Rejection of diffraction spikes

· Increased stellar rejection due to spectral “nulling”

· Can _____ at low res (res = 50). JL: R100 is easy to do @ 3 arcsec.

· OSIRIS:

· HiRes – goes behind Keck AO system

· Full z, J, H, K spectra, plus 18 narrowband filters.

· Data Reduction pipeline is VERY important.

· Sensitive to OH lines

· Low detector noise.

· Collimator is now outside the science instrument.

· Strawman Optical Design

· See slide

· Fratio at the back is set by the largest wavelength you want on 2 pixels.

· Tasks done: 

· Prelim optical design

· Proved that data cubes work

· Problem with IFU is diffraction, so must watch lenslet pitch (13 milliarcsec in current design)

· As you reduce plate scale, it doesn’t reduce geometrically. 

· From 100 milliarcsec to 20, don’t see a factor 5 decrease in the spot size. Think this problem is obviated.

· What is overall length? JL: Osiris optics would fill this function, and all these ExAOC optics are slower, so would probably fit. OSIRIS has a large backend optical system which could probably be easily scaled down.

· Spectral layout: quite complicated (they’re in 3x3 lenslet groups).

· JL: must stagger the spectra so that they don’t blend together. In this case, don’t have to rotate as much as OSIRIS. 

· Allows the spectra to be laid out on the detector.

· Get 18-pixel long spectra, with 6 pixels at each end with no flux in them. Crosstalk is nothing compared to the requirements of Osiris, so is easily doable. RD: what is crosstalk #? JL: 90% across two pixels.

· 90% of the light can go in a 3x3 pixel block. 

· RD: are you saying you can calibrate light that leaks in from another spectra? JL: Yes, invented a technique for OSIRIS to do wings of the spectrum. As long as the contrast between neighbouring lenslets is small, the loss is minimal. BMac is skeptical, but JL reiterates that it’s not deconvolution, but a similar process to an AO system.

· JL: because the spectra is so short, you can build an image out of this that is 100 x 100 pixels over 2 arcseconds or something with using a window.

· What happens if we rotate PSF by 90 degrees: MikeM: PSF is in the focal plane. 

· RD: couldn’t you put the filter AFTER the lenslet array [?] JL: yes. 

· Detector performance achieved is better than rockwell’s spec. Use cryogenic pre-amps and that helps noise.

· Diffraction:

· Can see Airy rings in K-band with diffraction-limited pinholes with FWHM – 2.3 lensets = 46 mas.

· The irregularities in the pupil show up in the imager without the IFU, so are not the result of the IFU. 

· Spectral Filtering

· A solar type star has a very different spectra than a brown dwarf.

· Use weitghted filtering to increase contrast 

Calibration: KW

Key Issues (See slides)


· The speckelly WF is important. 

· Assuming a single wave source that can be injected into the focal plane.

· Source should be capable of supplying narrowband spectra for calibration

· Should provide bright source as well.

· BMac: Can’t calibration unit at Gemini provide spectra? KW: trying to provide as much utility as possible.

· Calibration modes:

· Sci camera to cal module calibration; cal. Mod to AO; WF meas through coronagraph; 

· Mike Cho: this is similar to speckle suppression, but uses Mock-zender as well; trying to reconstruct the PSF from WF information 

· Initial calibration optimizes the WF as seen by the Sci camera then calibrates to that

· Haveto move occultor so that you are equally illuminating both pads – will allow you to measure WF before the CG.

· The F# as seen by the CG is so huge, that we’ll have to ask the Sci camera team to find another way to do the Decenter

· BMac: can’t you just move the source? That’s a big distance to move, like waves. KW: 15 waves.

· MC: initial calib is between the Sci Cam and the Calib

· KW: a calibration is required for the calib lenses; may have to introduce diversity; JG: use the diversity in the source; we have a chain of calibrations, which is more risky.

· LS: Use source focus? KW: Yes, but don’t want to introduce other errors, like optical illumination errors.

· ______ might be better than lenses [BMac]

· Feedback offsets to the DM

· BMac: keep doing this until you get the right image quality at the Sci Cam focal plane. Aberrations after the lenslets don’t count.

· JL: How fast do you need this info? KW: on timescales where things are stable. BMac: on tens of seconds. LS: If takes ½ hour to do, then can use different data paths. So a purely static calibration.

· GH what about a pointing model for Cass Rotator, etc.? KW: that is coming later. LS: If these are fairly stable, then can do it during the day, DON’T want to do it at night, from LS’s experience.

· Did it with a Classic Coronagraph.

· KW: you’re changing less of the system if using a nulling coronagraph.

· After initial calibration measure WF with the MockZender. Before the Sci cam was driving the calib. Now that the SC is happy, then measure with MZ and it tells you the diff between the active WFS and the Sci Camera.

· It’s the set point.

· What you really want to do, tho, is measure the WFS BEHIND the CG, so have to introduce some errors.

· Was sensed thru focus diversity introduced at the ____

· There is an I-shaped occultor

· JG: the DM pattern is from a different pattern. There is a Sine convention difference, they’re just for comparison. Actuators moved 3 volts which is about 12 nanometers. 

· This is a pupil-viewing mode for the Science camera

· On the SKY:

· Set setpoints with Mock-Zender from daytime cal.

· At night want to do phase and amplitude both, measure ____ as seen by the science camera.

· Phase info is fed back to AO system; amp errors, though, cannot be sensed, but may limit contrast. So measure them and average, use that to subtract from the Sci Cam function.

· BMac: Also feed back the phase….?

· MC: Need to use both ph and amp behind the CG on a one second timescale.

· KW: do it this way because we can measure it much faster than we can change it. 

· BMac: does the average tell you everything you need to know? Can get pathological cases, e.g.: actuator malfunction combined with something else.

· MC: for RTC, want to average, for _______ want to FT it first and average the PSFs

· JG: 90/10 split: how to optimize split in cartoon? KW: will need more sims to do this. 

· Disconnects / Issues:

· Don’t get complete ph and amp meas across the pupil

· What is optimal way to deal with discontinuities? BMac: some areas we just don’t care. Would differ if using the shaped pupil

· What happens downstream of the spot. Shaped pupil makes calibration much harder. 

· BMac: what do you do with knowledge of pre- and post-CG errors? Say if a certain optic is messed up before the cg, say an optic at the pupil. MC: if goes thru the CG, becomes both ph and amp and shows up through the MockZender. 

· What about an optic AFTER the CG? JG: that is less clear if we should apply a phase correction. However errors translate into energy, we will learn the complex values that reside there. Can you tell from the complex signature of the optic? MC: yes. Before the CG the WF is almost perfect, then you subtract one from it, so ph errors are mostly 0 and Pi. When they’re not zero and Pi, then you know. BMac: What happens when that’s propagated to the DM? Looks like the skstem will notice the error and what type.

· Don G: So in principle we’ve got P and amp data, so we have a signature that tells us where in the optical train the aberrations came from; therefore, you could decide which you want to correct and which you don’t.

· When measureing behind the CG and trying to command thru to DM, the hard edge makes it difficult.

· JG: a binary version might work. That’s an area that needs to be explored.

· Difficult to estimate the final PSF as seen by the Sci Camera. So need to get it aligned properly. BMac: will want a pupil viewing mode in the Sci cam at least some of the time.

· Low-Speed and High-Speed Operation

· BMac: Minutes.

· AS: with a apodized pupil right up front, your _____ will be ____ near the edges.

· Read-noise: Not yet fully explored.

· Flux per pixel per sample – so at what level won’t you notice. 10 electrons won’t cripple you.

· Detector : only need 64 squared. 

· 10K meas needed in 5th mag case, but making them at 1 KHz, so you’re okay.

· White light fringe measurements:

· Interferometer is phase-shifting. KW: would like to have two cameras running simultaneously and make a single meas every millisecond.

· Post-coronagraph errors are zero-Pi. After Lyot stop but before detector will be arbitrary. 

· What level do you need? 50K? Lamda over 500, only a nanometer, and must achromaticize it? MC: yes. 

· JPL science Interest

· Looking for faint objects in freflected light as opposed to young, self-luminous objects.

· JPL has a need to do technology development, so this is a chance.

· Future Studies

· Sims to understand phase errors

· Photometry to split light between sci path and cal path more evenly.

· JG has been working on how ____ meet to form a floor.

· May be some advantage to explore sensing speckles outside the pupil.

Calibration: Discuss tomorrow morning again, and Jennifer go tomorrow a.m.

Joe Green:  Calibration Methods for high contrast imaging.

Static – testbed; Dynamic – Simulations; Shaped pupil; Chromaticity – how complicated; Speckle control – what kind of floors.

· Testbed: has a few occulting spots to choose from and a few Lyot stops. 

· Looks like a WFS, but is measureing intensity compared to ____ squared.

· Pushing actuators up and down deciding where is best; now find just moving occultor introduces diversity. 

· If occultor moves to the place deemed best focus, there is a change – more or less a DC level in phase that is mmixing with the inherent phase – has cross terms which we can discover to discover the phase map.

· These don’t look like the standard actuator ___, but  _____

· Very quicklywe’ll hit a floor not due to phase but due to ajmplitude speckles.

· Out of plane optics on the test bed, must be kept very clean; leads to at least a 1% level of variation, or 10 ^-6; so hit a floor quite quickly when dealing with phase that has nothing to do with phase!

· Simulations:

· Did multiplayer atmosphere model, with Gemini data

· JG: doesn’t believe averaging will work well enough.

· Simultaneous calibration:

· Not a lyot coronagraph. 

· Should get  a sine wave, so have a disconnect.

· In a time stream of complex pupil, then compute speckles you’ll see at every time step. There is a Gauussian tapering we’ll see, but can use a filter. Here is a ½ Lamda over D pinhole. 

· Contrast improvement by M2 calibration

· Getting 10 ^-5 contrast

· Control sys will take care of all ____ below 32 ____ is the assumption. 

· Time lage and Scintillation results in an asymmetric view of speckles.

· On a millisecond to four-millisecond timescale, we can get a 30 x improvement [??].

· Need to inject into simulations. Want an official standard atmosphere model!

· Shaped Pupil:

· Ideal shaped pupil performance at 20 and 25 % bandpass; in ideal world, there is a nice smooth floor

· But at Princeton, they have made a shole zoo of shaped pupils. Have to be elliptical. Trade-offs, e.g.: throughput vs. discovery space.

· How do spiders really look at Gemini vs. the ideal orthogonal spider?

· Focus diversity – will it really work? There is a lot of leakage from the star at the pupil image.

· AS: would an apodized pupil Lyot CG has a really black pupil. JG: Give JG the specs and we can see.

· Conventional focus diversity may work. BMac: or take it out?

· Very high accuracy achieved on the testbed.

· With a DM where all actuators are working was lower, but still good, and probably results effected by DM actuator noise of 30 volts.

· Translating focal plane array is hard. Translate the calibration source maybe? Would lenses be better or trust the calibration of the DM?

· 8 waves gave us really good results with  50 cycles per pupil. The requirement of the wavefront accuracty will affect what we do.

· Chromaticity: 

· HCIT wWFE experiments.

· Get 1.5 % variations. 

· Confirmed by phase maps; however, how does the scaling into amplitude go? One case is an optic intercepting a diverging beam. Because of that the spatial scale is gonna be a function of wavelength. 

· By the time you get to an occulting spot, they don’t change their position on the WL, so there will be speckles which don’t move at all. (a real problem if trying to do speckle deconvolution)

· Prim/sec/tertiary: which is worst player: Do we want to identify worst player then do a conjugate to that? [Company] can do that.

· WF control: 

· Controlling static speckles: Michelson interferometer wavefront contrast configuration.

· Case 1: OPD errors at a pupil: You could eliminate error, but some errors you can’t address, and reach a contrast floor. So many speckles, what can you do?

· If we knew what those speckles were, could correct, but then would introduce chromaticity.

· Consider: are there strong static errors??

· Case 2: OPD and Transmission Errors:

· Scaling is whatever squared.

· Case 3: Errors at an occultor: 

· Very hard to correct.

· Phase error 

· Leakage: red and blue leak through and make purple.

· BMac: zooming and dezooming of speckles – Bmac will get his guy to do this when he gets home. 

· Lose leverage the closer the optic is to focus.

· May need to retain the spec of the static optics even if doing speckle suppression, especially close to focus.

Brian Baumann – Optical Design for AO relay and CG: 

· Requirements List: summarize Key points here.

· 5 x 5 arcsec field assumed.

· Throughput bg is VERY important – want to be realistic; don’t want to clean optics every two weeks because there isn’t enough leeway

· JG: Sci requirement is .9 and .4 (BMac notes that this is only for adjunct science. RD: there is lots of interesting stuff at this WL.Goal is .95)

· GH: would like 2 points at either end, like Altair.

· Tolerancing and optomechanics haven’t been done yet.

· CG optical design BB recently took on – seems workable.

· Humidity means we’re sealing anyway, and need a window.

· AO Relay: 

· May have a woofer DM at some altitude other than the ground. LS: maybe need to have ADC at a pupil, tho. JGreen: May be useful. BMac is not unhappy with both things at the same conjugate.

· BMac thinks the TTM can be the woofer, so gotta have a pupil anyway. If optics count becomes a problem, can reexamine.

· Assumed that ____ is mounted at the TT stage; JGrah: thinks this is an awful idea. LS: it’s not too thin, a bimorph is mm thick of piezo-electronics; GH: the ones from France have little DMs, magnetic, have tt platform. SO: not commerfcially available, but neither are 4000-actuator DMs.

· SO: these can put on 30 microns of tilt, but is that enough?

· BB: in the right ballpark.

· F16 in f64 out, real exit pupil

· First order optics needs minimum 3 powered relay optics because of the # of pupils we’re creating; if DM’s in collimated space, then the minimum is 5. The current design has 5 mirrors with collimated space in front of each DM. Currently trying to improve design to use fewer and simpler optics.

· Unfolded layout (see slide)

· Manufacturability and alignment will be the key issues.

· Sdf

· WFS: 

· 256 x 256

· 1.5 arcsec per pixel plate scale.

· Lenslet array 45 mu lenslet array is manufacturable.

· CG Requirements: 

· Reflective or transmissive. BMac: transmissive, no way to make it reflective.

· Layout (see slide)

· This version includes the optics up to the science camera lenslet – it’s possible that James and Rene will have alternate designs for that following space. But proves how to get to the 200 or so beam for the IFU. MWI is only F100. 

· JL: the refractive design has chromatic aberration, or rather a change in plate scale as a function of WL.

· RD: this is dangerous.

· BMac worries on that, too. 

· The box is pretty big, so 2m of path length to fit instide dewar. Not very good. Could use more folds to make it more compact, which was not a requirement before.

· AS: this has the Beamsplitter before the pupil mask but you want it after, don’t you? 

· BMac you care about optics not about pupil.

· AS: but what if you have a pixel that straddles dark and light? BMac suspects that the dynamic range is less than a space-based system. BMAC: CG team needs to show us a design of the Lyot plane to see if there is enough dynamic range. JGreen agrees. 

· Other solutions:

· Some arent’ workable – e.g.: 3.75 m path length.

· Left to do (see slide)

· GH: One thing GH would like to see MF take a look at is the collapsed-ness of the Zed. 

Tomorrow: will start with Jennifer and Julia 

